Divided differences for a function f(x)
The divided differences are defined recursively as:

flzi]l = f(x:)

flio1, @] = o 2
f[xi—z,l‘i—hl“i] = f[xi_l’xi} — ﬂxi_%xi_l
T — Tj—2
flricijor, ®i—iao, . x| — fleiis Tizjat, -5 Tzt
f[a?i_j,xi_j+1,...,xi] - [ J+1 Li—j+2, ’x:]_ xi[jz jr Li—j+1, L Ti—1]
[ [ flo] | fleic@] | flvo, i, m] [ | floig, i1, - @) |
zo | flzo
x1 | flm flzo, 1]
X2 f372 f$1,$2 fﬂco,l‘l,xQ
x3 | flzs flza, z3 flz1, x2, 23
l‘j f[xj] f[l‘j_l,l‘j] f[xj_g,xj_l,xj] f[xo,l‘l,...,l‘j]

Table 1: Divided differences table.

Newton Interpolation

Newton Interpolation is one of the polynomial methods used for the interpolation of a data set of points. It uses

divided differences.
We consider known a set of n + 1 points (x;,y;), ¢ =0,1,2,...,n:
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but not the analytic expression of the function f(x). The goal is to estimate f(z) at an arbitrary x using smooth
curves through and beyond all z;, for i = 0,1,2,...,n. By interpolation, we understand the estimation of f(z) for any
x € [z0,2,]. The extrapolation is the estimation of f(z) for x € (—o00,z0] U [1,,0).

The order of interpolation is given by the number of points used in the interpolation scheme minus one, i.e.
n+l—1=n.

The Newton interpolation is based on the Newton polynomial approximation that can be derived like an expansion,
but based on multiple centers (zg,x1,...,2Zn).

Theorem (Newton polynomial)
Assume f € C"[a, b] and the set of n + 1 distinct points
(xi,9:), 1=0,1,2,...,n, with z; € [a,b] and y; = f(x;). (6)

Then f(z) can be written as
f(z) = Py(z) + R (),

where P, (z) is a polynomial of degree n that can be used to approximate f(z) and is given by

P, (z) =ao+ai(x —xo) + as(z —zo)(x — 1)+ -+ an(x —xo)(x — 1) ... (T — Tpp1)- (7)
The coefficients a;, i = 0,1,2,...,n are constructed using divided differences.
As f(x) =~ P,(z), we have for the given set of points:
yi = fxi) = Pu(xi) (8)

and the polynomial goes through the n + 1 points (z;,y;), ¢ =0,1,2,...,n.
The remainder is given by
F (o)

R, (x) = m(m —xzo)(x —x1) ... (T —my),

for ¢ a value in the interval [a, b].
The coefficient a; of the Newton polynomial (7) is

ai:f[xo,xl,...,xi], (9)

i.e. the most to the right element on the row corresponding to the current z; in table 1.
For convenience, let us denote

di}j = f[l'i—j7xi—j+1; e ,.Z‘Z'}. (10)
Then
di,O :f[ml]a i:O717"'7n (11)
diiq—di 151 i=12....n
di ;= == e : (12)
Ty — XTj—y ]:1,2...,2.

INote that interpolation and extrapolation differ from function approximation. For the first two f(x;) is not given at points on our
choice, while in the function approximation one tries to find an approximate easy to compute function.



With the above notations, the Newton polynomial is
P,(z) =doo+dii(z—x0)+dop(z —x0)(x—21) + - +dpn(z—20)(z—21) ... (T — Zp_1). (13)

and can be created recursively:

P()({E) = d()’() (14)
Pl(ZL') = P()(.’E) + dl’l(l' - Lﬂo) (15)
PQ(Z‘) = Pl(ili) + d272(1‘ — $0)(1‘ — .Il) (16)
n—1
Po(x) = Po1(2) + dnp [ [ (@ — 22). (17)
i=1
Algorithm
e Give the list of points:?
{(‘Tlayl)a(xZ,yQ)a"'a(xnvyn)}' (18)
e Calculate the divided differences using the known values y; = f(z;).
e For i = 1,2,...,”7 di,l =Y .
e Fori=1,2,....n—1,and for j =1,2,...,4,
dit1,j — dij
diy1 j41 = ——=—>—. 19
+1,5+1 Tit1 — Tiji1 ( )
e Calculate the Newton polynomial of degree n — 1:
n—1 i n i—1
P(J?) = d1,1 + Z di+1,i+1 H(Z‘ — l‘j) or P(Z‘) = d171 + Z di,i H($ — ij) . (20)
i=1 j=1 i=2 j=1

2In order to implement the set of points as a Mathematica list, we start with (z1,y1) instead of (zo,yo), having thus n points instead
of n+ 1.



